Bayesian inference using Markov chain Monte Carlo methods can be notoriously slow. In this blog post, we reframe Bayesian inference as an optimization problem using variational inference, markedly speeding up computation. We derive the variational objective function, implement coordinate ascent mean-field variational inference for a simple linear regression example in R, and compare our results to results obtained via variational and exact inference using Stan. Sounds like word salad? Then let’s start unpacking!

**Preliminaries**

Bayes’ rule states that

where $\mathbf{z}$ denotes latent parameters we want to infer and $\mathbf{x}$ denotes data. Bayes’ rule is, in general, difficult to apply because it requires dealing with a potentially high-dimensional integral — the marginal likelihood. Optimization, which involves taking derivatives instead of integrating, and generally faster than the latter, and so our goal will be to reframe this integration problem as one of optimization.

**Variational objective**

We want to get at the posterior distribution, but instead of sampling we simply try to find a density $q^\star(\mathbf{z})$ from a family of densities $\mathrm{Q}$ that best approximates the posterior distribution:

where $\text{KL}(. \lvert \lvert.)$ denotes the [Kullback-Leibler divergence](https://en.wikipedia.org/wiki/Kullback%E2%80%93Leibler_divergence):

We cannot compute this Kullback-Leibler divergence because it still depends on the nasty integral $p(\mathbf{x}) = \int p(\mathbf{x} \mid \mathbf{z}) \, p(\mathbf{z}) \, \mathrm{d}\mathbf{z}$. To see this dependency, observe that:

where we have expanded the expectation to more clearly behold our nemesis. In doing so, we have seen that $\text{log } p(\mathbf{x})$ is actually a constant with respect to $q(\mathbf{z})$; this means that we can ignore it in our optimization problem. Moreover, minimizing a quantity means maximizing its negative, and so we maximize the following quantity:

We can expand the joint probability to get more insight into this equation:

This is cool. It says that maximizing the ELBO finds an approximate distribution $q(\mathbf{z})$ for latent quantities $\mathbf{z}$ that allows the data to be predicted well, i.e., leads to a high expected log likelihood, but that a penalty is incurred if $q(\mathbf{z})$ strays far away from the prior $p(\mathbf{z})$. This mirrors the usual balance in Bayesian inference between likelihood and prior (Blei, Kucukelbier, & McAuliffe, 2017).

ELBO stands for *evidence lower bound*. The marginal likelihood is sometimes called evidence, and we see that ELBO is indeed a lower bound for the evidence:

since the Kullback-Leibler divergence is non-negative. Heuristically, one might then use the ELBO as a way to select between models.

**Why variational?**

Our optimization problem is about finding $q^\star(\mathbf{z})$ that best approximates the posterior distribution. This is in contrast to more familiar optimization problems such as maximum likelihood estimation where one wants to find, for example, the *single best value* that maximizes the log likelihood. For such a problem, one can use standard calculus. In our setting, we do not want to find a single best value but rather a *single best function*. To do this, we can use *variational calculus* from which variational inference derives its name (Bishop, 2006, p. 462).

A function takes an input value and returns an output value. We can define a *functional* which takes a whole function and returns an output value. The *entropy* of a probability distribution is a widely used functional:

which takes as input the probability distribution $p(x)$ and returns a single value, its entropy. In variational inference, we want to find the function that minimizes the ELBO, which is a functional.

In order to make this optimization problem more manageable, we need to constrain the functions in some way. One could, for example, assume that $q(\mathbf{z})$ is a Gaussian distribution with parameter vector $\omega$. The ELBO then becomes a function of $\omega$, and we employ standard optimization methods to solve this problem. Instead of restricting the parametric form of the variational distribution $q(\mathbf{z})$, in the next section we use an independence assumption to manage the inference problem.

**Mean-field variational family**

A frequently used approximation is to assume that the latent variables $z\_j$ for $j = \{1, \ldots, m\}$ are mutually independent, each governed by their own variational density:

Note that this *mean-field variational family* cannot model correlations in the posterior distribution; by construction, the latent parameters are mutually independent. Observe that we do not make any parametric assumption about the individual $q\_j(z\_j)$. Instead, their parametric form is derived for every particular inference problem.

We start from our definition of the ELBO and apply the mean-field assumption:

In the following, we optimize the ELBO with respect to a single variational density $q\_j(z\_j)$ and assume that all others are fixed:

One could use variational calculus to derive the optimal variational density $q\_j^\star(z\_j)$; instead, we follow Bishop (2006, p. 465) and define the distribution

where we need to make sure that it integrates to one by subtracting the (log) normalizing constant $\mathcal{Z}$. With this in mind, observe that:

Thus, maximizing the ELBO with respect to $q\_j(z\_j)$ is minimizing the Kullback-leibler divergence between $q\_j(z\_j)$ and $\tilde{p}(\mathbf{x}, z\_j)$; it is zero when the two distributions are equal. Therefore, under the mean-field assumption, the optimal variational density $q\_j^\star(z\_j)$ is given by:

see also Bishop (2006, p. 466). This is not an explicit solution, however, since each optimal variational density depends on all others. This calls for an iterative solution in which we first initialize all factors $q\_j(z\_i)$ and then cycle through them, updating them conditional on the updates of the other. Such a procedure is known as *Coordinate Ascent Variational Inference* (CAVI). Further, note that

which allows us to write the updates in terms of the conditional posterior distribution of $z\_j$ given all other factors $\mathbf{z}\_{-j}$.

**Application: Linear regression**

Here, we study the same problem but swap optimization procedure: instead of least squares or maximum likelihood, we use variational inference. Our linear regression setup is:

where we assume that the population mean of $y$ is zero (i.e., $\beta\_0 = 0$); and we assign the error variance $\sigma^2$ an improper Jeffreys’ prior and $\beta$ a Gaussian prior with variance $\sigma^2\tau^2$. We scale the prior of $\beta$ by the error variance to reason in terms of a standardized effect size $\beta / \sigma$ since with this specification:

As a heads up, we have to do a surprising amount of calculations to implement variational inference even for this simple problem. In the next section, we start our journey by deriving the variational density for $\sigma^2$.

**Variational density for $\sigma^2$**

Our optimal variational density $q^\star(\sigma^2)$ is given by:

To get started, we need to derive the conditional posterior distribution $p(\sigma^2 \mid \mathbf{y}, \beta)$. We write:

which is proportional to an inverse Gamma distribution. Moving on, we exploit the linearity of the expectation and write:

This, too, looks like an inverse Gamma distribution! Plugging in the normalizing constant, we arrive at:

Note that this quantity depends on $\beta$. In the next section, we derive the variational density for $\beta$.

**Variational density for $\beta$**

Our optimal variational density $q^\star(\beta)$ is given by:

and so we again have to derive the conditional posterior distribution $p(\beta \mid \mathbf{y}, \sigma^2)$. We write:

where we have “completed the square” and realized that the conditional posterior is Gaussian. We continue by taking expectations:

which is again proportional to a Gaussian distribution! Plugging in the normalizing constant yields:

Note that while the variance of this distribution, $\sigma^2\_\beta$, depends on $q(\sigma^2)$, its mean $\mu\_\beta$ does not.

To recap, instead of assuming a parametric form for the variational densities, we have derived the optimal densities under the mean-field assumption, that is, under the assumption that the parameters are independent: $q(\beta, \sigma^2) = q(\beta) \, q(\sigma^2)$. Assigning $\beta$ a Gaussian distribution and $\sigma^2$ a Jeffreys’s prior, we have found that the variational density for $\sigma^2$ is an inverse Gamma distribution and that the variational density for $\beta$ a Gaussian distribution. We noted that these variational densities depend on each other. However, this is not the end of the manipulation of symbols; both distributions still feature an expectation we need to remove. In the next section, we expand the remaining expectations.

**Removing expectations**

Now that we know the parametric form of both variational densities, we can expand the terms that involve an expectation. In particular, for the variational density $q^\star(\sigma^2)$ we write:

Noting that $\mathbb{E}\_{q(\beta)}[\beta] = \mu\_{\beta}$ and using the fact that:

the expectation becomes:

For the expectation which features in the variational distribution for $\beta$, things are slightly less elaborate, although the result also looks unwieldy. Note that since $\sigma^2$ follows an inverse Gamma distribution, $1 / \sigma^2$ follows a Gamma distribution which has mean:

**Monitoring convergence**

The algorithm works by first specifying initial values for the parameters of the variational densities and then iteratively updating them until the ELBO does not change anymore. This requires us to compute the ELBO, which we still need to derive, on each update. We write:

Let’s take a deep breath and tackle the second term first:

Note that there are three expectations left. However, we really deserve a break, and so instead of analytically deriving the expectations we compute $\mathbb{E}\_{q(\sigma^2)}\left[\text{log } \sigma^2\right]$ and $\mathbb{E}\_{p(\sigma^2)}\left[\text{log } q(\sigma^2)\right]$ numerically using Gaussian quadrature. This fails for $\mathbb{E}\_{q(\sigma^2)}\left[\text{log } q(\sigma^2)\right]$, which we compute using Monte carlo integration:

We are left with the expected log likelihood. Instead of filling this blog post with more equations, we again resort to numerical methods. However, we refactor the expression so that numerical integration is more efficient:

Since we have solved a similar problem already above, we evaluate the expecation with respect to $q(\beta)$ analytically:

In the next section, we implement the algorithm for our linear regression problem in R.

**Implementation in R**

Now that we have derived the optimal densities, we know how they are parameterized. Therefore, the ELBO is a function of these variational parameters and the parameters of the priors, which in our case is just $\tau^2$. We write a function that computes the ELBO:

library('MCMCpack')

#' Computes the ELBO for the linear regression example

#'

#' @param y univariate outcome variable

#' @param x univariate predictor variable

#' @param beta\_mu mean of the variational density for \beta

#' @param beta\_sd standard deviation of the variational density for \beta

#' @param nu parameter of the variational density for \sigma^2

#' @param nr\_samples number of samples for the Monte carlo integration

#' @returns ELBO

compute\_elbo <- function(y, x, beta\_mu, beta\_sd, nu, tau2, nr\_samples = 1e4) {

n <- length(y)

sum\_y2 <- sum(y^2)

sum\_x2 <- sum(x^2)

sum\_yx <- sum(x\*y)

# Takes a function and computes its expectation with respect to q(\beta)

E\_q\_beta <- function(fn) {

integrate(function(beta) {

dnorm(beta, beta\_mu, beta\_sd) \* fn(beta)

}, -Inf, Inf)$value

}

# Takes a function and computes its expectation with respect to q(\sigma^2)

E\_q\_sigma2 <- function(fn) {

integrate(function(sigma) {

dinvgamma(sigma^2, (n + 1)/2, nu) \* fn(sigma)

}, 0, Inf)$value

}

# Compute expectations of log p(\sigma^2)

E\_log\_p\_sigma2 <- E\_q\_sigma2(function(sigma) log(1/sigma^2))

# Compute expectations of log p(\beta \mid \sigma^2)

E\_log\_p\_beta <- (

log(tau2 / beta\_sd^2) \* E\_q\_sigma2(function(sigma) log(sigma^2)) +

(beta\_sd^2 + tau2) / (tau2) \* E\_q\_sigma2(function(sigma) 1/sigma^2)

)

# Compute expectations of the log variational densities q(\beta)

E\_log\_q\_beta <- E\_q\_beta(function(beta) dnorm(beta, beta\_mu, beta\_sd, log = TRUE))

# E\_log\_q\_sigma2 <- E\_q\_sigma2(function(x) log(dinvgamma(x, (n + 1)/2, nu))) # fails

# Compute expectations of the log variational densities q(\sigma^2)

sigma2 <- rinvgamma(nr\_samples, (n + 1)/2, nu)

E\_log\_q\_sigma2 <- mean(log(dinvgamma(sigma2, (n + 1)/2, nu)))

# Compute the expected log likelihood

E\_log\_y\_b <- sum\_y2 - 2\*sum\_yx\*beta\_mu + (beta\_sd^2 + beta\_mu^2)\*sum\_x2

E\_log\_y\_sigma2 <- E\_q\_sigma2(function(sigma) log(sigma^2) \* 1/sigma^2)

E\_log\_y <- n/4 \* log(2\*pi) \* E\_log\_y\_b \* E\_log\_y\_sigma2

# Compute and return the ELBO

ELBO <- E\_log\_y + E\_log\_p\_beta + E\_log\_p\_sigma2 - E\_log\_q\_beta - E\_log\_q\_sigma2

ELBO

}

The function below implements coordinate ascent mean-field variational inference for our simple linear regression problem. Recall that the variational parameters are:

The following function implements the iterative updating of these variational parameters until the ELBO has converged.

#' Implements CAVI for the linear regression example

#'

#' @param y univariate outcome variable

#' @param x univariate predictor variable

#' @param tau2 prior variance for the standardized effect size

#' @returns parameters for the variational densities and ELBO

lmcavi <- function(y, x, tau2, nr\_samples = 1e5, epsilon = 1e-2) {

n <- length(y)

sum\_y2 <- sum(y^2)

sum\_x2 <- sum(x^2)

sum\_yx <- sum(x\*y)

# is not being updated through variational inference!

beta\_mu <- sum\_yx / (sum\_x2 + 1/tau2)

res <- list()

res[['nu']] <- 5

res[['beta\_mu']] <- beta\_mu

res[['beta\_sd']] <- 1

res[['ELBO']] <- 0

j <- 1

has\_converged <- function(x, y) abs(x - y) < epsilon

ELBO <- compute\_elbo(y, x, beta\_mu, 1, 5, tau2, nr\_samples = nr\_samples)

# while the ELBO has not converged

while (!has\_converged(res[['ELBO']][j], ELBO)) {

nu\_prev <- res[['nu']][j]

beta\_sd\_prev <- res[['beta\_sd']][j]

# used in the update of beta\_sd and nu

E\_qA <- sum\_y2 - 2\*sum\_yx\*beta\_mu + (beta\_sd\_prev^2 + beta\_mu^2)\*(sum\_x2 + 1/tau2)

# update the variational parameters for sigma2 and beta

nu <- 1/2 \* E\_qA

beta\_sd <- sqrt(((n + 1) / E\_qA) / (sum\_x2 + 1/tau2))

# update results object

res[['nu']] <- c(res[['nu']], nu)

res[['beta\_sd']] <- c(res[['beta\_sd']], beta\_sd)

res[['ELBO']] <- c(res[['ELBO']], ELBO)

# compute new ELBO

j <- j + 1

ELBO <- compute\_elbo(y, x, beta\_mu, beta\_sd, nu, tau2, nr\_samples = nr\_samples)

}

res

}

Let’s run this on a simulated data set of size $n = 100$ with a true coefficient of $\beta = 0.30$ and a true error variance of $\sigma^2 = 1$. We assign $\beta$ a Gaussian prior with variance $\tau^2 = 0.25$ so that values for $\lvert \beta \rvert$ larger than two standard deviations ($0.50$) prior probability.

gen\_dat <- function(n, beta, sigma) {

x <- rnorm(n)

y <- 0 + beta\*x + rnorm(n, 0, sigma)

data.frame(x = x, y = y)

}

set.seed(1)

dat <- gen\_dat(100, 0.30, 1)

mc <- lmcavi(dat$y, dat$x, tau2 = 0.50^2)

mc

## $nu

## [1] 5.00000 88.17995 45.93875 46.20205 46.19892 46.19895

##

## $beta\_mu

## [1] 0.2800556

##

## $beta\_sd

## [1] 1.00000000 0.08205605 0.11368572 0.11336132 0.11336517 0.11336512

##

## $ELBO

## [1] 0.0000 -297980.0495 493.4807 -281.4578 -265.1289

## [6] -265.3197

From the output, we see that the ELBO and the variational parameters have converged. In the next section, we compare these results to results obtained with Stan.

**Comparison with Stan**

Whenever one goes down a rabbit hole of calculations, it is good to sanity check one’s results. Here, we use Stan’s variational inference scheme to check whether our results are comparable. It assumes a Gaussian variational density for each parameter after transforming them to the real line and automates inference in a “black-box” way so that no problem-specific calculations are required (see Kucukelbir, Ranganath, Gelman, & Blei, 2015). Subsequently, we compare our results to the exact posteriors arrived by Markov chain Monte carlo. The simple linear regression model in Stan is:

data {

int n;

vector[n] y;

vector[n] x;

real tau;

}

parameters {

real b;

real sigma;

}

model {

target += -log(sigma);

target += normal\_lpdf(b | 0, sigma\*tau);

target += normal\_lpdf(y | b\*x, sigma);

}

We use Stan’s black-box variational inference scheme:

library('rstan')

# save the above model to a file and compile it

# model <- stan\_model(file = 'regression.stan')

stan\_dat <- list('n' = nrow(dat), 'x' = dat$x, 'y' = dat$y, 'tau' = 0.50)

fit <- vb(

model, data = stan\_dat, output\_samples = 20000, adapt\_iter = 10000,

init = list('b' = 0.30, 'sigma' = 1), refresh = FALSE, seed = 1

)

This gives similar estimates as ours:

fit

## Inference for Stan model: variational-regression.

## 1 chains, each with iter=20000; warmup=0; thin=1;

## post-warmup draws per chain=20000, total post-warmup draws=20000.

##

## mean sd 2.5% 25% 50% 75% 97.5%

## b 0.28 0.13 0.02 0.19 0.28 0.37 0.54

## sigma 0.99 0.09 0.82 0.92 0.99 1.05 1.18

## lp\_\_ 0.00 0.00 0.00 0.00 0.00 0.00 0.00

##

## Approximate samples were drawn using VB(meanfield) at Wed Oct 30 13:20:01 2019.

## We recommend genuine 'sampling' from the posterior distribution for final inferences!

Their recommendation is prudent. If you run the code with different seeds, you can get quite different results. For example, the posterior mean of $\beta$ can range from $0.12$ to $0.45$, and the posterior standard deviation can be as low as $0.03$; in all these settings, Stan indicates that the ELBO has converged, but it seems that it has converged to a different local optimum for each run. (For seed = 3, Stan gives completely nonsensical results). Stan warns that the algorithm is experimental and may be unstable, and it is probably wise to not use it in production.

Although the posterior distribution for $\beta$ and $\sigma^2$ is available in closed-form (see the *Post Scriptum*), we check our results against exact inference using Markov chain Monte carlo by visual inspection.

fit <- sampling(model, data = stan\_dat, iter = 8000, refresh = FALSE, seed = 1)

The Figure below overlays our closed-form results to the histogram of posterior samples obtained using Stan.

![](data:image/png;base64,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)

Note that the posterior variance of $\beta$ is slightly *overestimated* when using our variational scheme. This is in contrast to the fact that variational inference generally *underestimates* variances. Note also that Bayesian inference using Markov chain Monte Carlo is very fast on this simple problem. However, the comparative advantage of variational inference becomes clear by increasing the sample size: for sample sizes as large as $n = 100000$, our variational inference scheme takes less then a tenth of a second!

**Conclusion**

In this blog post, we have seen how to turn an integration problem into an optimization problem using variational inference. Assuming that the variational densities are independent, we have derived the optimal variational densities for a simple linear regression problem with one predictor. While using variational inference for this problem is unnecessary since everything is available in closed-form, I have focused on such a simple problem so as to not confound this introduction to variational inference by the complexity of the model. Still, the derivations were quite lengthy. They were also entirely specific to our particular problem, and thus generic “black-box” algorithms which avoid problem-specific calculations hold great promise.

We also implemented coordinate ascent mean-field variational inference (CAVI) in R and compared our results to results obtained via variational and exact inference using Stan. We have found that one probably should not trust Stan’s variational inference implementation, and that our results closely correspond to the exact procedure. For more on variational inference,